Computing extreme avalanches
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Abstract

Increasing the reliability and accuracy of avalanche zoning method is of primary importance in heavily populated areas of the Alps. This usually involves computing the characteristics of large return-period avalanches. Current tools (avalanche-dynamics or statistical models) cannot achieve this objective properly. A new generation of models has emerged, which, by combining statistical and deterministic viewpoints, can reduce a number of shortcomings in the original tools. This paper explores the possibility of updating the Salm–Burkard–Gubler method by adding a probabilistic procedure for fitting parameters to field data and using it in Monte Carlo simulations. The resulting model is intended to provide more accurate results of extreme avalanches. It has been applied to a series of close avalanche paths in the French Alps. Despite their similarities, these paths reveal some differences in their avalanche activity in terms of frequency and maximum run-out distance. Therefore, in order to provide a fair description of the intensity/frequency relationship, the model parameters must be fitted for each path, which leads to thinking that not all the important physical processes have been taken into account in this model.
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1. Introduction

The catastrophic avalanches of winter 1999 in Europe (Montroc, France, 12 deaths; Evolène, Switzerland, 12 deaths; Galtür, Austria, 39 deaths) have renewed the interest in developing scientific methods for avalanche zoning. Basically, an engineer in charge of avalanche zoning at a given site wishes to estimate the avalanche deposit boundaries and potential impact pressure for large periods of return, typically equal to or larger than 100 years (Mears, 1992; Hopf, 1998).

In France, to determine the extent of extreme avalanches, practitioners use empirical methods, based on terrain analysis (study of vegetation for clues of past avalanches, analysis of aerial photographs, etc.), interview of residents, and archives. Like for any process relying on the experience of a few individuals (the experts), an approach of this kind suffers from unavoidable shortcomings even though it remains an indispensable step in any zoning: subjective character of the outcomes, phenomenon quantification delicate to obtain, etc. Lagging behind, scientific methods have so far received less attention in applications though...
they would be helpful to improve the accuracy of empirical methods.

The objective of this paper is to propose a simple general framework for computing the magnitude–frequency relationship, with specific attention paid to extreme avalanches and the search for the largest applicability in engineering. Such an objective is not new since we count a large number of works devoted to this topic (Hopf, 1998). Here the main originality is that the magnitude–frequency relationship is deduced by mimicking the avalanche activity in a given path over long periods. To that end, we idealize the life of an avalanche by describing the main stages from snowfalls to run-out. This can seem more complicated than the usual approaches that mainly focus on the avalanche run-out but this makes it possible to introduce times series of meteorological data (e.g., intensity of snowfall, lag time between two snowfalls, etc.) in the model as input variables, which undoubtedly constitute the largest and widespread source of data to explain and predetermine the occurrence of avalanches. Using a more comprehensive framework for computing the magnitude–frequency relationship is largely justified by the failure of usual methods to obtain this relationship.

First we will begin the paper by explaining why the current avalanche models cannot provide proper evaluations of the magnitude–frequency relationship. We will then present the framework that we have tested. Most of the developments included in it are not new; the general scheme has been drawn from the method proposed by Salm et al. (1990), that we have adapted and updated to make it compatible with a probabilistic treatment. The calibration of the model parameter will be explained shortly; the reader is referred to a recent publication (Ancey et al., 2003). Finally, we will present the results obtained when applying the method to a series of avalanche paths in the Maurienne Valley (French Alps).

2. An overview of practical methods used in zoning

In addition to naturalist methods, there are currently two methods to deduce avalanches characteristics: the deterministic models (avalanche-dynamics models) and the statistical models. We are going to briefly present the two approaches. To illustrate the issues encountered when one tries to apply them to avalanche zoning problems, a typical example will also be studied. Note that here the problem at hand is not to test the reliability of general methods, such as the deterministic model proposed by Salm et al. (1990) or the statistical model developed by Lied and Bakkehøi (1980), but to address how field data can be used to deduce the behavior of extreme (usually not observed) avalanches. To make a parallel with modern hydrological treatments of rainfall data, our objective is to develop a theoretical framework that is able to deduce the behavior of extreme avalanches from the knowledge of past events similarly to extreme value theory for rainfall data (see Coles, 2001).

2.1. Deterministic models

Deterministic models reduce avalanche physics to a set of equations of motion, usually involving mass and momentum balance equations (Hutter, 1996; Ancey, 2001). The main criticism made of the current deterministic models is that they use ad hoc assumptions on the rheological behavior of snow (McClung and Schaerer, 1993). Despite various attempts to find physical justifications for their expressions (see, e.g., Salm, 1993), the constitutive relationships used so far rely on analogy with other physical phenomena: typical examples include the analogies with granular flows (Savage and Hutter, 1989; Savage, 1989; Tai et al., 2001), Newtonian fluids (Hunt, 1994), power-law fluids (Norem et al., 1986), and viscoplastic flows (Dent and Lang, 1982; Ancey, 2001). Nonetheless, even though all these new developments appear attractive from a physical viewpoint, from a purely rheological point of view they still rely on a speculative basis. Given the severe difficulties faced with snow rheometry, the physical calibration of constitutive parameters used in these models will remain unfeasible for a long time.

An alternative approach to fitting parameters involves comparing the model outputs and field data such as the velocity at a given point and the point of furthest reach (run-out distance) (Schaerer, 1974; Buser and Frutiger, 1980; Dent and Lang, 1980). The resulting fitted values have been proposed as default values in engineering guidelines such as the Swiss guidelines hereafter referred to as SBG method (Salm et al., 1990) or the USGS handbook (Mears,
Although practitioners are generally confident of these values, recent studies have pointed out weaknesses in the values proposed by the current guidelines. For instance, when comparing the predictions of various deterministic models and field data on five European sites, Barbolini et al. (2000) have found that the friction parameter values could be very different from the default values. Another shortcoming when applying these models to avalanche zoning is that they do not explicitly include the notion of period of return, as is shown below. In the better cases, the period of return is implicitly introduced by setting the value of an input parameter to a given quantile. However, in a multivariate random process such as avalanches, the period of return should be computed from the joint probability of all the random variables involved in the problem and not exclusively from one of these variables otherwise this can lead to unrealistic return-period estimation (see Adamson et al., 1999 in the field of floods). In Appendix A, we provide evidence that, in the case of a sliding-block model, there are substantial differences between the periods of return computed on a single random variable or a set of variables.

Let us consider the case of the Folmeyan path in the Tarentaise valley (France), which regularly produces avalanches of any size. The path is an open north-facing slope whose starting zone is located on the Mont Pourri glaciers; the starting zone exhibits a complex structure, with at least three sub-basins that can operate more or less independently under critical conditions of snowcover unstability. The path is close

---

**Fig. 1.** (a) Path profile of the Folmeyan site. (b) Variation in the path slope as a function of the distance from the starting point (continuous line). Have also been superposed: the run-out distance distribution for all events in the avalanche database (in plot a) and the cumulative distribution function of the run-out distance $P$ (in plot b).
to Val d’Isère and is characterized by high annual snowfall rates (on average, 6.1 m from December to April at 2000 m). Several avalanches deposited close to a village (La Gurraz). The run-out elevation of large avalanches as well as other features (damage, volume, etc.) have been recorded since 1934. Fig. 1 reports the path profile (Fig. 1a) and the variation of the path slope with distance from the top point of the path (Fig. 1b). We have also superposed the recorded run-out distance. In Fig. 1a, each dot presents the run-out distance of each event recorded since 1934 while Fig. 1b reports the cumulative distribution of the run-out distance. Uncertainty on the run-out elevation is large, typically of the order of ± 25 m for the older events while nowadays it should be closer to ± 10 m. There is no guarantee as regards completeness of the database, notably during the last world war, a few events might be missing. Table 1 provides the dates and the run-out elevations for the last 22 events, for which the meteorological conditions before the release are known; meteorological data come from the meteorological station situated at Arc 2000 (elevation 2050 m, 2 km away from the starting zone). The table also reports the empirical cumulative probability $\hat{P}$ for each event; it is evaluated by sorting the run-out elevations (from smallest to largest). If $i$ is the value rank, $n$ is the number of field data (here $n=22$ from 1976), then $\hat{P}_i=(i-0.3)/(n+0.4)$.

We are interested in applying a Voellmy-like method (see Section 3.4 for details) to deduce the traits of extreme avalanches in the Folmeyan site. The first task is to evaluate the two friction coefficients ($\mu$ and $\zeta$) involved in this model. The first problem is that we only dispose of one type of avalanche data (run-out elevation) to adjust the two parameters. According to the SBG scheme, in addition to the initial flow depth, the only varying parameter is the friction coefficient $\mu$ since it is interpreted as something close to snow viscosity while the second coefficient $\zeta$ reflects the “geometrical” resistance exerted by the path on the avalanche and, thus, is independent of avalanches. Thus, assuming $\zeta$ constant and setting it to a given value, we can fit the parameter $\mu$ for the computed run-out elevation to match the observed value. This can be done for different values of $\zeta$ in order to have an idea of the sensitivity in the dependence of $\mu$ on $\zeta$. Usually, if one keeps the range of values given in the SBG guidelines (that is, $400 \leq \zeta \leq 1000$ m/s²), this dependence is weak.

Table 1 provides the values of $\mu(C_{3d}|\zeta=1000)$ for the avalanches occurred since 1976, where $C_{3d}$ denotes the amount of snow fallen during the previous 3 days (not including the day where the avalanche descended), which is computed by summing the amounts of snow recorded daily (from 8:00 to 8:00 the day after). Fig. 2 shows the variation of the run-out distance with the snow fallen during the previous 3 days $C_{3d}$. On the whole there is no clear relationship between the run-out distance $x_{stop}$ and $C_{3d}$. If we consider heavy snowfalls by limiting our attention to snowfalls in excess of a given threshold, e.g. 70 cm, the data define a trend which could be approximated by eye as a rapid increase of the run-out distance with $C_{3d}$. However, possibly as a result of observation inaccuracies (in the avalanche date, run-out distance, and snowfall measurement), the data scatter so widely that this increase represents only a gross qualitative trend, from which a linear/nonlinear behavior cannot even be made discernible. This trend is consistent with the fact that the probability of observing long

<table>
<thead>
<tr>
<th>Date</th>
<th>Run-out elevation (m)</th>
<th>Distance (m)</th>
<th>$C_{3d}$ (cm)</th>
<th>$\mu$</th>
<th>$\hat{P}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>04/02/1980</td>
<td>1500</td>
<td>2740</td>
<td>115</td>
<td>0.26</td>
<td>0.70</td>
</tr>
<tr>
<td>05/01/1981</td>
<td>1600</td>
<td>2400</td>
<td>78</td>
<td>0.36</td>
<td>0.43</td>
</tr>
<tr>
<td>12/03/1981</td>
<td>1650</td>
<td>2275</td>
<td>30</td>
<td>0.35</td>
<td>0.13</td>
</tr>
<tr>
<td>31/03/1981</td>
<td>1500</td>
<td>2740</td>
<td>65</td>
<td>0.25</td>
<td>0.54</td>
</tr>
<tr>
<td>23/01/1984</td>
<td>1380</td>
<td>3195</td>
<td>67</td>
<td>no solution</td>
<td>0.95</td>
</tr>
<tr>
<td>25/02/1985</td>
<td>1600</td>
<td>2400</td>
<td>0</td>
<td>–</td>
<td>0.16</td>
</tr>
<tr>
<td>20/05/1985</td>
<td>1600</td>
<td>1400</td>
<td>?</td>
<td>?</td>
<td>0.38</td>
</tr>
<tr>
<td>16/01/1986</td>
<td>1400</td>
<td>3115</td>
<td>31</td>
<td>no solution</td>
<td>0.93</td>
</tr>
<tr>
<td>14/02/1990</td>
<td>1380</td>
<td>3195</td>
<td>154</td>
<td>0.2</td>
<td>0.97</td>
</tr>
<tr>
<td>15/02/1992</td>
<td>1600</td>
<td>2400</td>
<td>49</td>
<td>0.35</td>
<td>0.29</td>
</tr>
<tr>
<td>06/04/1993</td>
<td>1500</td>
<td>2740</td>
<td>66</td>
<td>0.25</td>
<td>0.57</td>
</tr>
<tr>
<td>01/01/1994</td>
<td>1500</td>
<td>2740</td>
<td>37</td>
<td>0.24</td>
<td>0.51</td>
</tr>
<tr>
<td>10/04/1994</td>
<td>1600</td>
<td>2400</td>
<td>49</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>25/01/1995</td>
<td>1450</td>
<td>2925</td>
<td>98</td>
<td>0.24</td>
<td>0.76</td>
</tr>
<tr>
<td>15/02/1995</td>
<td>1500</td>
<td>2740</td>
<td>24</td>
<td>0.23</td>
<td>0.49</td>
</tr>
<tr>
<td>25/02/1995</td>
<td>1450</td>
<td>2925</td>
<td>147</td>
<td>0.25</td>
<td>0.79</td>
</tr>
<tr>
<td>09/02/1999</td>
<td>1600</td>
<td>2400</td>
<td>107</td>
<td>0.37</td>
<td>0.46</td>
</tr>
<tr>
<td>22/04/1999</td>
<td>1600</td>
<td>2400</td>
<td>21</td>
<td>0.35</td>
<td>0.18</td>
</tr>
<tr>
<td>25/12/1999</td>
<td>1600</td>
<td>2400</td>
<td>45</td>
<td>0.35</td>
<td>0.27</td>
</tr>
<tr>
<td>04/03/2001</td>
<td>1600</td>
<td>2400</td>
<td>36</td>
<td>0.35</td>
<td>0.24</td>
</tr>
<tr>
<td>21/03/2001</td>
<td>1600</td>
<td>2400</td>
<td>14</td>
<td>0.35</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Dates, run-out elevation and distance, snow fallen during the previous 3 days, and the fitted value of $\mu$ (with $\zeta=1000$ m/s²), and the cumulative distribution function $P$ of the run-out distance.
run-out distances increases with the amount of new snow. In some cases, the avalanche travelled a very long distance although the recent snowfall was low (e.g., avalanche of 16 January 1986 in Table 1). This may be seen as an odd behavior at first sight, but various explanations can be evoked.

- If the variable $C_{3d}$ appears often as a critical parameter in the assessment of avalanche activity, there is no strict determinism between the release probability and $C_{3d}$ because major avalanches can be released after snowfalls that were not necessarily intense but sustained over several days. For instance, the avalanche of 16 January 1986 occurred at the end of a period of bad weather conditions lasting a couple of weeks, for which the sum of daily snowfalls reached 205 cm from 1 January to 16 January 1986, with a maximum of 34 cm/day recorded on 11 January 1986.

- Avalanche mobility varies substantially depending on snow consistency, snowcover strength, path smoothness, etc. Small volume avalanches can exceptionally travel long distances when basal friction and energy dissipation within the avalanche are low. A typical example was provided by the Daille path (Val d’Isère), a few kilometers distant from the Folmeyan path, where three backcountry skiers were buried on 23 February 1996 by a small avalanche naturally released after a light snowfall (16 cm in 3 days, temperature ranging from $-16 \, ^\circ C$ to $-10 \, ^\circ C$) (Ancey, 1998). This avalanche was exceptional because it travelled a very long distance compared to its usual extent and was the sole event observed in Val d’Isère over the last 10 days.

In short, we failed to identify a one-to-one relationship between the run-out distance and the snow falls despite the evident influence of snowfall intensity on the run-out distance for heavy snowfalls. If we look at the $C_{3d}$ dependence of the friction coefficient $\mu$, we arrived at the conclusion: there is no clear relation between $\mu$ and $C_{3d}$. This means that the $\mu$ dependence on $C_{3d}$ should be expressed in probabilistic terms and not through a deterministic relationship.

When taking a closer look at Table 1, we notice that $\mu$ takes its values over a finite set of possible values; typically here, we have: $\mu=0.2$, $\mu=0.24$–0.27, or $\mu=0.35$–0.37. The fact that we do not find a continuous distribution of $\mu$ values can result from preferential points of run-out (see Fig. 1a). Surprisingly, the $\mu$ probability distribution is smoother if a Coulomb expression is selected for the frictional force instead of the Voellmy expression (or, in other words, if we set $\xi=0$) (Ancey, in press).

We have been successful in fitting the Voellmy-like model parameters for most avalanches occurred over the last 20 years. How can this adjustment be used to deduce the features of extreme avalanches? Due to the absence of dependence between variables, we have no sound argument for selecting a given value of $\mu$. Thus, the Voellmy model cannot provide an accurate esti-
mate of the run-out distance of the 100-year avalanche. Note that this problem is avoided in the SBG method by imposing that the 100-year avalanche results from a 100-year snowfall (more precisely, an increase in snowcover thickness over 3 days, whose return period is 100 years).

2.2. Statistical models

In the black-box approach, no explicit attempt is made to capture the physics of processes involved. Approaches of this kind are quite common in hydrology (O’Connell and Todini, 1996), but are less frequent in snow hydrology. In this field, the basic idea stems from the pioneering work of Lied and Bakkehøi (1980): assuming a regional homogeneity in avalanche behavior for a given mountain range, they pooled the data from various paths in a common database. In this way, using regression techniques, they obtained the relationship between the run-out distances and a number of key variables of the path profile. This methodology has been applied to different mountain ranges throughout the world (Bakkehøi et al., 1983; McClung and Lied, 1987; Fujizawa et al., 1993) and extended to introduce the period of return as a parameter of the problem (McClung, 2000, 2001). In alpine countries, where most of the time the avalanche paths of the same mountain range exhibit no similarity in their shape, the fundamental assumption of avalanche homogeneity on a regional scale is doubtful (Ghali, 1996). A major drawback of this approach is that it depends a great deal on the quantity and quality of available data. Since most of the time the only available information is the run-out distance, this approach is unable to provide estimates of the potential impact pressure. Moreover, in many cases, the historical record of run-out distances is not long enough and the resulting fitted probability distribution must be extrapolated to evaluate the run-out distance of a long return-period avalanche. However, extrapolation is far from easy and proper due to the non-smoothness of the distribution and dependence of run-out distance on path profile; here mathematical theories such extreme value theory (Coles, 2001) cannot be applied to extrapolate field data.

Let us illustrate this with the Folmeyan site example. The avalanche database has been recording 22 events for 25 years. We are interested in determining the run-out distance of the 100-year avalanche. We admit that the period of return of the avalanche $T$ can be computed from the run-out distance. The 100-year run-out distance is the value (quantile) at which the cumulative distribution function reaches $P = 1 - T^{-1} = 0.99$. In Fig. 1, we have reported the variation in the empirical distribution of $x_{\text{stop}}$. By interpolating points corresponding to the 22 events, we can obtain an estimate of $P$ in the range 0–0.97. A priori, it could seem easy to extrapolate the empirical curve up to 0.99. This is, however, a difficult task since the curve is step-shaped and from a mathematical viewpoint there is no way to properly extrapolate it.

This result is not surprising: it is well known in hydrology that, in order to obtain correct statistical estimates, one has to select physical variables, i.e. variables independent of the path geometry. For instance, in flood hydrology, a bad choice of statistical variable would be the flow depth since it depends a great deal on the river cross-section shape: if the river sides are steep, any increase in water discharge leads to a measurable increase in the flow depth but, if the river flanks flatten out, the flow depth increase resulting from a discharge rise is low.

Here statistical methods are thus of little help for zoning applications since they can interpolate data, but cannot be used to predict rare events. Therefore, unless one has very long series of data, it is not possible to properly evaluate the 100-year avalanche features.

3. A minimalist conceptual framework

In-between these two classic approaches has emerged a new class of models that can be referred to as conceptual models since they rely on an idealized representation of avalanches and encompasses a number of varied tools coming from statistics, physics, and naturalist knowledge of avalanches. Conceptual models are common in hydrological applications (O’Connell and Todini, 1996); in this respect, it is worth mentioning that our objective (determining the run-out distance and pressure of avalanches using meteorological data) is not so far from the one followed by the methods of rainfall/flow-rate transformation (determining the water discharge in a stream from the rain data). Thus, in the following, “idealized representa-
tion” means that we do not pretend that our representation is systematically physical but merely that it describes roughly what happens.

3.1. Outline

Conceptual models can be viewed as the combination of different modules (or sub-models) describing the different processes occurring from snowfalls to avalanche deposition. Due to the large complexity in the elementary processes and their interplay, this combination is nothing but an idealized mathematical description of the steps believed to be crucial in the release and course of avalanches.

The structure of the model is conditioned by the number and nature of the measurable physical data at hand. To build up our conceptual model, we first need to reply to the following basic questions:

- What are we looking for? The magnitude-frequency relationship of key dynamic variables of avalanche at a given site, that is, the probability of observing a given value of the key dynamic variable(s). Therefore, our model must take probabilistic aspects into account. The dynamic variables of interest depend on the problem to treat. In zoning, we are mainly interested in the deposit extension and the maximum pressure variation along the avalanche path. Since the avalanche pressure distribution cannot be easily measured, we need a practical way to evaluate it. Avalanche-dynamics models are potentially good candidates for this purpose.

- What kinds of data are usually available? In the French Alps, the only continuous source of data related to avalanches is constituted by the meteorological databases. For a number of sites in the heavily populated valleys, we have some indications of the run-out elevation of past avalanches. Exceptionally, for a few events, it is possible to have an idea of the volume of snow involved, maximum pressure, and velocities from analysis of damage to forest, records, testimonies, etc. Thus, for a model to be applicable in any site, the input parameters must be related to the meteorological data while other sources of information can be used to adjust inner parameters of the model.

Various combinations of modules have been explored by different authors (Keylock et al., 1999; Barbolini and Savi, 2001; Bozhinskiy et al., 2001; Chernouss and Fedorenko, 2001; Harbitz et al., 2001; Keylock and Barbolini, 2001). Our opinion is that when the objective is to mimic the avalanche activity over long periods, conceptual models should be based on Monte Carlo simulations and, at least, two sub-models: one to quantify the occurrence of avalanche release and another to compute the avalanche motion and deposition. Here, we use classic hydrological methods for describing the occurrence and intensity of snowfall and, as regards avalanche motion, we have adapted and updated the SBG method. The main difference between the present framework and the original formulation of the SBG method is that we use a probabilistic method for fitting the parameters. If a formal relationship between the probability density functions of conceptual and observable variables can be established, then the model can be easily calibrated. In this way, even short series of field data can be used insofar as it is possible to properly define their probability density function.

The avalanche-dynamics sub-model used is very close to the Salm-Burkard-Gubler (SBG) model, except that the approximate method of solving the equations of motion has been replaced by an ordinary differential equation, solved numerically. In its original formulation, the Voellmy model belongs to the class of sliding-block models, which present the advantage of leading to simple ordinary differential equations, but also the drawback of overly simplifying the physics of avalanches. Disadvantages and advantages offered by Voellmy-like models are discussed in a number of recent papers and monographs (McClung and Mears, 1995; Bartelt et al., 1997, 1999), to which the reader can refer. More refined models have been developed over the last two decades. Among others Eglit (1983, 1984, 1998), Bartelt et al. (1997) and Barbolini and Savi (2001) have included the Voellmy frictional force in the flow-depth averaged equations of motion (similar to shallow water equations used in hydraulics), leading to a set of hyperbolic partial differential equations. Several reasons have led us to use a Voellmy-like model despite its limitations:

- First of all, this model, notably in the formulation known as the Salm-Burkard-Gubler (SBG) model,
is widely used in Europe for avalanche zoning and engineering. Its success stems from this model’s long history (the first sliding block-model seems to date back to the 1920s, Mougin, 1922) and its simplicity. The method proposed here provides the practitioner with the means to tune the model parameters from field data.

- Furthermore, the avalanche-dynamics model is an element of the chain needed to model the physical processes from snowfall to avalanche deposition. At this stage, we are mainly interested in finding a simple mathematical model rather than a sophisticated model, which would be time-consuming and involve many parameters. Based on an ordinary differential equation and two mechanical parameters, the SBG method plainly fulfills our objective. More refined evolutions of this model, relying on hyperbolic partial differential equations, are more complicated to handle and a number of assumptions (long-wave approximation, stability, front, etc.) limit their applicability.

3.2. Structure of the model

Our minimalist conceptual model includes two modules (see Fig. 3):

- The first module describes what happens up to the avalanche release. The avalanche release is largely conditioned by the meteorological conditions during the previous days, especially the amount of new snow (McClung and Schäerer, 1993; Ancey, 1998). For many sites, the key meteorological parameter explaining an avalanche activity is the sum of the amount of snow fallen during the previous 3 days $C_{3d}$. Not all the sustained snowfalls give rise to avalanche. Thus, for a given snowfall $C_{3d}$, one has to specify the probability of observing an avalanche release $p(\text{release}|C_{3d})$. The 3-day snowfall $C_{3d}$ and the lag between two snowfalls $\tau$ are random variables. Their probability density functions $p_C(C_{3d})$ and $p_\tau(\tau)$ can be estimated using classic hydrological methods (renewal, annual series methods, etc.). Usually an extreme-value distribution (Fréchet, Weibull, or Gumbel distribution) or an exponential distribution provides good results while a Poisson law can be used to evaluate the number of snowfalls per time unit exceeding a given threshold. Evaluation of $p(\text{release}|C_{3d})$ is simply achieved using logistic regression techniques (Hosmer and Lemeshow, 1986).

- The second module describes avalanche motion and deposition. Here we use an avalanche-dynamics model. This takes the form of a set of dynamical equations, basically the mass and momentum balance equations describing the time variations of dynamical variables of avalanche motion, here the velocity $u$ and flow depth $h$. The equations of motion depend on a set of mechanical parameters $\{\mu, \zeta\}$, specified hereafter (Section 3.4).
With these two modules, we are able to compute the run-out distance \( x_{\text{stop}} \) provided that the initial conditions are known and the mechanical parameters are specified. This also implies that there is a known dependence between the 3-day snowfall and the initial conditions for the equations of motion. In the following, we express the functional dependence of the run-out distance \( x_{\text{stop}} \) on \( \{\mu, \xi\} \) and \( C_{3d} \) as follows: \( x_{\text{stop}} = Y(C_{3d}; \xi, \mu) \).

### 3.3. Model calibration

Though conceptual models erase some of the intrinsic disadvantages of fully deterministic and statistical approaches, they must still cope with a difficult problem: the calibration of parameters using the scarce physical data available. For instance, due to the lack of long series of data, Barbolini and Savi (2001) and Barbolini et al. (2003) collected data from several paths to deduce the probability density functions of the two parameters involved in their propagation sub-model. Alternative methods, which are not based on a regionalization assumption, can be used. Here we propose a probabilistic method which tries to deduce the relationship between the probability distributions of input and output variables.

The basic question in the inverse problem is: given \( x_{\text{stop}} \) and \( C_{3d} \), what are the values of the mechanical coefficients \( \{\mu, \xi\} \)? If we can invert the function \( Y \), one can deduce a single mechanical parameter from the field data \( x_{\text{stop}} \) provided that the other mechanical parameter is known: \( \mu = Y^{-1}(x_{\text{stop}}, C_{3d} |\xi) \). This simple technique requires knowing \( x_{\text{stop}} \) and \( C_{3d} \) precisely for each event. This difficulty can be alleviated if we consider the problem differently. Indeed, rather than solving the equation \( \mu = Y^{-1}(x_{\text{stop}}, C_{3d} |\xi) \) for each event, we can solve it globally. To be more specific, we now formulate the inversion problem in the following manner: given the probability distributions of \( x_{\text{stop}} \) and \( C_{3d} \), what is the probability distribution of the coefficient \( \mu \)? We will refer to this formulation as the indirect method.

To answer the question above, we shall consider three different assumptions: (i) the random variables \( \mu \) and \( C_{3d} \) are independent, (ii) they are linked by a one-to-one relationship in the form \( \mu = F(C_{3d}) \), (iii) they are correlated random variables. Theoretically, the marginal density of the friction coefficient is given by:

\[
p_{\mu}(\mu) = \int_{\mu} d\mu \int_{R^+} dC_{3d} P(\mu | x_{\text{stop}}, C_{3d}) P(x_{\text{stop}}, C_{3d})
\]

\[
= \int_{R^+} d\mu \int_{R^+} dC_{3d} P(x_{\text{stop}}, C_{3d}) \delta(\mu - Y^{-1}(x_{\text{stop}}, C_{3d} |\xi)),
\]

but this equation is too intricate to be used in numerical computations. We proceed as follows. Let us consider the marginal density of the run-out distance:

\[
p_{x}(x_{\text{stop}}) = \int_{\mu} p_{x,\mu}(x_{\text{stop}}, \mu) d\mu
\]

It is possible to remove the variable \( x_{\text{stop}} \) in the joint probability by making a variable change: \( (x_{\text{stop}}, \mu) \) to \( (C_{3d}, \mu) \). We denote \( J_x \) the Jacobian of this transformation:

\[
J_x = \begin{vmatrix}
\frac{\partial x_{\text{stop}}}{\partial C_{3d}} & \frac{\partial x_{\text{stop}}}{\partial \mu} \\
\frac{\partial \mu}{\partial C_{3d}} & \frac{\partial \mu}{\partial \mu}
\end{vmatrix}
\]

Formally, we then obtain the marginal density of \( x_{\text{stop}} \):

\[
p_{x}(x_{\text{stop}}) = \int_{\mu} p_{x,\mu}(x_{\text{stop}}, \mu) d\mu
\]

\[
= \int_{\mu} J_x^{-1} p_{C,\mu}(C_{3d}, \mu) d\mu
\]

The next task is to extract the probability density of \( \mu \) from this integral expression. Said differently, we are trying to invert the integral term to provide an expression of \( p_{\mu}(\mu) \) as a function of \( p_{x}(x_{\text{stop}}) \) and \( p_{C}(C_{3d}) \). Different cases must be considered.

#### 3.3.1. Case (i): independency of \( \mu \) and \( C_{3d} \)

If \( \mu \) and \( C_{3d} \) are independent random variables, then we have: \( \partial \mu / \partial C_{3d} = 0 \), \( J_x = |\partial x_{\text{stop}} / \partial C_{3d}| \),
and \( p_{C,\mu}(C_{3d},\mu) = p_C(C_{3d}) p_\mu(\mu) \). Thus the marginal probability density function of the run-out distance is obtained by integration:

\[
p_x(x_{\text{stop}}) = \int_{\mathbb{R}^+} J_x^{-1} p_C(C_{3d}) p_\mu(\mu) d\mu
\]

(4)

If we further assume that \( x_{\text{stop}} = Y(C_{3d},\mu,\xi) \) can be inverted to yield \( C_{3d} = Y^{-1}(\mu, x_{\text{stop}}, \xi) \), we deduce that the probability distribution \( p_\mu \) satisfies a Fredholm equation of the first kind:

\[
p_x(x_{\text{stop}}) = \int_{\mathbb{R}^+} K(x_{\text{stop}}, \mu) p_\mu(\mu) d\mu
\]

(5)

where \( K(x_{\text{stop}}, \mu) = J_x^{-1} p_C( Y^{-1}(\mu, x_{\text{stop}}, \xi)) \) is the kernel function.

3.3.2. Case (ii): deterministic dependency of \( \mu \) on \( C_{3d} \)

If there is a one-to-one relationship between \( \mu \) and \( C_{3d} \), the result is straightforward:

\[
p_\mu(\mu) = \frac{1}{|F'\circ F^{-1}(\mu)|} p_C(F^{-1}(\mu))
\]

(6)

3.3.3. Case (iii): correlated behavior of \( \mu \) and \( C_{3d} \)

Instead of a deterministic relationship between \( \mu \) and \( C_{3d} \), we can imagine that the two variables are correlated. We follow the same line of reasoning as above, except that we consider conditional probability densities:

\[
p_x(x_{\text{stop}} \mid C_{3d}) = \int_{\mathbb{R}^+} P[x_{\text{stop}}, \mu \mid C_{3d}] d\mu
\]

\[
= \int_{\mathbb{R}^+} P[x_{\text{stop}} 

\mid \mu, \mu, C_{3d}] P[\mu \mid C_{3d}] d\mu
\]

Using the fact that \( P[x_{\text{stop}} \mid \mu, C_{3d}] = \delta(x_{\text{stop}} - Y(\mu, C_{3d})) \), we can write:

\[
p_x(x_{\text{stop}} \mid C_{3d})
\]

\[
= \int_{\mathbb{R}^+} K(x_{\text{stop}} \mid C_{3d}) P[\mu \mid C_{3d}] d\mu
\]

(7)

where \( K(x_{\text{stop}} \mid C_{3d}) = \delta(x_{\text{stop}} - Y(\mu, C_{3d})) \) is the kernel function. In this case, we do not compute \( p_\mu \), but the conditional probability \( P[\mu \mid C_{3d}] \).

3.3.4. Summary and numerical solving

Except for case (ii), where the probability density of \( \mu \) is directly inferred from that of \( C_{3d} \), we have found that the marginal density of \( \mu \) [see case (i)] or the conditional density \( P[\mu \mid C_{3d}] \) [see case (iii)] are solutions to a Fredholm equation in the form:

\[
p_x = \int d\mu K(\mu, x_{\text{stop}}) P_\mu
\]

There is usually no analytical solution to this equation. To solve numerically this equation, the basic idea is to discretize the integral equation to obtain a matrix form that can be inverted: \( p_\mu = K^{-1} p_x \). Different numerical methods can be used to discretize and solve a Fredholm equation (e.g. see Kirsch, 1996). We have used the Tikhonov regularization method, which reduces fluctuations of the discretized solution by imposing a constraint on the smoothness of the solution. The complete numerical implementation is explained in a recent paper (Ancey et al., 2003). In the Tikhonov method, we can use different regularization methods: for instance, we can constrain the curve to be smooth (denoising process) or limit overly large fluctuations. In this method, there is also an adjustable factor that controls the extent to which the resulting curve is smooth or close to experimental data. In practice, this free parameter allows one to find a good compromise between agreement and smoothness (or stability relative to variations in the data).

The major problem of Tikhonov regularization methods is the robustness and sensitivity of results to the choice of the smoothing operator and measurement errors. An alternative is to use Markov Chain Monte Carlo simulations to obtain a sample of values drawn from the marginal density \( p_\mu \). Ancey (in press) used such a method to deduce the probability density of \( \mu \) for various paths in the French Alps.

In the remaining of the paper, we will use the assumption that \( \mu \) and \( C_{3d} \) are independent random variables [case (i)].

3.4. The avalanche-dynamics model

In the computations presented here, we have used the Salm-Burkard-Gubler formulation of the Voellmy model. The SBG model relies on momentum and mass balance equations for describing avalanche motion (Salm et al., 1990; Salm, 1993). Motion is described within the framework of rigid-body mechanics. The
momentum equation is expressed as follows: \( \dot{u} = \frac{mg \sin \theta}{\rho} - F \), where the dot means the time derivative, \( \theta \) is the path inclination, \( m \) is the avalanche mass, \( u \) its velocity, and \( F \) is the friction force experienced by the avalanche. For an unconfined avalanche, this force has the form: \( F = \mu mg \cos \theta + mgu^2(\frac{\zeta}{\mu} h) \), where \( h \) refers to the flow depth, \( \zeta \) and \( \mu \) are two friction coefficients. The mass balance equation expresses that the mass flow rate \( Q \) holds constant throughout the run: \( Q = plhu = \rho_0 \rho_0 \dot{h}_0 t_0 \), where the subscript 0 refers to the initial conditions (i.e., at the end of the release phase), \( l \) denotes the avalanche width, and \( \rho \) its density. For confined flows, the flow depth must be replaced by the hydraulic radius \( R_h = \frac{S}{p} \) (where \( S \) denotes the flow cross-section area and \( p \) is the wetted perimeter, namely the length of the cross-section border at the interface between the avalanche and the ground/snowcover) in the frictional force expression above.

The SBG method involves four input parameters:

- the initial conditions \( h_0 \) and \( u_0 \),
- the friction parameters \( \zeta \) and \( \mu \).

It is assumed that the initial velocity (at the end of release phase) is: \( u_0 = \sqrt{\zeta h_0 \cos \theta_0 (\tan \theta - \mu)} \) (Salm et al., 1990), where \( \theta_0 \) denotes the mean slope of the starting zone. The initial flow depth \( h_0 \) corresponds to the thickness of the released snow layer. Here it is assumed that this thickness is directly correlated with the amount of snow fallen during the previous 3 days \( C_{3d} \): \( h_0 = f(h_0) C_{3d} \), where \( f(h_0) = 0.291/(\sin \theta_0 - 0.202 \cos \theta_0) \); this expression differs slightly from the original proposed by Burkard and Salm (1992) in that it takes into account \( C_{3d} \) and not the growth rate \( \Delta H_{3d} \) of the snowcover over 3 days (the difference in snow-cover thickness over 3 days). Burkard and Salm (1992) also suggested increasing \( \Delta H_{3d} \) to account for possible wind effects and/or elevation difference between the starting zone and the meteorological station.

The friction coefficient \( \zeta \) reflects the effect of path roughness. It is assumed to range from 400 to 1000 m/s² and be intrinsic to the path, that is, it is constant for each avalanche run in a given path. In contrast, \( \mu \) pertains to snow fluidity. This parameter may depend on the avalanche size and/or other parameters. Its lower value given in the literature is 0.155 and corresponds to extreme avalanches (Buser and Frutiger, 1980).

In short, we have three effective input parameters \( (\zeta, \mu, C_{3d}) \), two of which can be considered as random variables \( (\mu, C_{3d}) \) while the third \( \zeta \) can be assumed to be constant (for a given site). We found no clear evidence in the literature for the last assumption. We have found that, insofar as we are involved in working with \( x_{stop} \) and we constrain \( \zeta \) to lie within the prescribed range of 400–1000 m/s² (Salm et al., 1990), the precise determination of \( \zeta \) is of less importance since \( x_{stop} \) usually depends weakly on \( \zeta \). Therefore, as a first approximation, it is permissible to make the calculation as if \( \mu \) were really independent of \( \zeta \). However, if one leaves the SBG framework, that is, if \( \zeta \) can take any real value, the indirect inversion method will provide the conditional probability density function \( p_\mu(\mu|\zeta) \).

3.5. Practical use

In practice, the proposed method can be broken down into different steps (see Fig. 3):

1. Calibration step: field data (snowfall, run-out distances, etc.) are used to obtain the release probability and the probability distribution of the friction coefficient \( \mu \). Release probability can be estimated using regression logistic tools. The density distribution of \( \mu \) can be evaluated using the indirect method presented here. This method benefits from posing the inverse problem in a probabilistic perspective. Moreover, it allows us to compute the coefficient \( \mu \) even though we have partial series of \( x_{stop} \) or \( C_{3d} \). Finally, it is especially suitable for Monte Carlo simulations, for which the \( \mu \) values are generated from their probability density function \( p_\mu(\mu) \). Its major inconvenience lies in the excessive sensitivity of results to measurement errors. An alternative is to use Markov Chain Monte Carlo simulations to generate \( p_\mu \) (see Ancey, in press).

2. Simulation step: Monte Carlo simulations are used to reproduce the avalanche activity:
   - The snowfalls are randomly generated: we draw the lag \( \tau \) between two snowfalls from its distribution \( p_\tau \) and the snow fall intensity \( C_{3d} \) from \( p_C \).
   - The probability release \( p(\text{release}|C_{3d}) \) is estimated. A random number \( r \) is drawn...
from a uniform distribution \( p_{[0,1]} \). If \( r > p \) (release|\( C_{3d} \)) there is an avalanche release. If there is no release, we go back to the first stage of the loop.

- The friction coefficient \( \mu \) is drawn from its empirical distribution (this may be a difficult task, involving specific methods such as the rejection sampling algorithm, see Press et al., 1992; Gilks, 1996; Robert, 2001). An avalanche-dynamics model is used (such as the Voellmy-like model presented here). The dynamical features of the avalanche are stored.

- The process is iterated as long as is required.

(3) Extreme avalanche estimation: since we have generated long time series of avalanche data, it is possible to compute the period of return based either on the marginal density of the run-out distance or any combination of input/output variables.

This scheme presents obvious similarities with other Monte Carlo models (Harbitz et al., 2001; Barbolini et al., 2003; Meunier and Ancey, in press). Compared to these models, the presented framework aims at reproducing the different processes from snowfall to avalanche deposition, including meteorological conditions, snowcover stability, and avalanche dynamics. The sub-models are independent, which makes it possible to easily adapt the framework. For instance, if air temperature is assumed to be a critical parameter in avalanche release, it is

Fig. 4. Avalanche map of Bessans. © Cemagref-IGN (1992).
possible to account for it in the simulations. Another advantage of this framework is the possibility to vary the path profile with time. Indeed, a number of fatalities result not from the occurrence of a single event, but from the close occurrence of several events, each avalanche leading to a significant modification in the path profile. The deposit of a previous avalanche can smooth the path profile or deviate the flux of another avalanche. Such an ingredient can be taken into account here since each simulated event is associated with an occurrence date.

4. Application

We have applied the proposed method to a series of paths at Bessans in the Maurienne valley (French Alps, Savoie). We have selected these sites because they have experienced a large avalanche activity over the last century. The avalanche database is called the Enquête Permanente des Avalanches (permanent avalanche survey). Fig. 4 is drawn from the Carte de Localisation des Phénomènes d’avalanches (CLPA) [avalanche phenomenon localization map] and shows the avalanche paths surrounding Bessans and Table 2 provides the main features of the selected paths.

We will begin by presenting the typical results obtained with a single path. We will then summarize the results obtained on all the paths studied here. Only the results related to the calibration step will be presented in this section.

### 4.1. Detailed analysis of a path

The test site is path EPA 16, in the south-eastern face of Pointe de Claret. The path extends between 3150 and 1700 m in elevation for a total length exceeding 2.1 km. The cross-section is very irregular: the middle part of the path is confined in a steep and curly gully while both the starting zone and the deposition are wide unconfined surfaces. Since 1901, 127 avalanches have been documented. Fig. 5 reports the empirical cumulative distribution function of the run-out distance together with the path slope profile. The meteorological station (1710 m), 2.5 km from the starting zone, has been recording snow data since 1981. Using the peak over threshold method (Coles, 2001), we have found that the probability of observing a snowfall $C_{3d}$ over 3 days is:

$$p(C_{3d}) = \exp\left(-\frac{1}{17.95} C_{3d} - 47.5\right)$$

The maximum 3-day snowfall is described by:

$$C_{3d} = 47.5 - 18.6 \ln(\frac{1}{C_{0}} \ln(1 - T^{-1}))$$

The release probability was found to be:

$$p(\text{release} | C_{3d}) = \frac{\exp(-5.0450 + 0.039 C_{3d})}{\left(1 + \exp(-5.0450 + 0.039 C_{3d})\right)}$$

The logit function is expressed as: $\ln(p(\text{release} | C_{3d})/(1 - p(\text{release} | C_{3d}))) = -5.0450 + 0.039 C_{3d}$. The Hosmer-Lemeshow test yields 0.69 while the Pearson test provides 0.98.

We have also examined other combinations of meteorological parameters to provide better correlations between the meteorological conditions (during the days preceding the avalanche) and the avalanche occurrence. As meteorological indicators, we have used: the amount of snow fallen during the previous 3 days (not including the avalanche day) $C_{3d}$, the amount of snow fallen the day before the avalanche $C_{1d}$, the maximum temperature (recorded at 1700 m during the avalanche day) $T_{\text{max}}$, the average temperature $T_{\text{mean}}$, the minimum temperature $T_{\text{min}}$, the maximum speed velocity (recorded at 1700 m) $v_{\text{max}}$. For

### Table 2

References and main characteristics of the studied avalanche

<table>
<thead>
<tr>
<th>EPA ref.</th>
<th>CLPA ref.</th>
<th>Orientation</th>
<th>Event number</th>
<th>Elevation range (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>41</td>
<td>south</td>
<td>109</td>
<td>1700–3000</td>
</tr>
<tr>
<td>13</td>
<td>35</td>
<td>south</td>
<td>59</td>
<td>1700–3000</td>
</tr>
<tr>
<td>14</td>
<td>34</td>
<td>south</td>
<td>65</td>
<td>1700–2700</td>
</tr>
<tr>
<td>15</td>
<td>33</td>
<td>south</td>
<td>95</td>
<td>1725–3250</td>
</tr>
<tr>
<td>16</td>
<td>32</td>
<td>south</td>
<td>127</td>
<td>1700–3100</td>
</tr>
<tr>
<td>17</td>
<td>30</td>
<td>south</td>
<td>101</td>
<td>1700–3050</td>
</tr>
<tr>
<td>27</td>
<td>14</td>
<td>north–west</td>
<td>68</td>
<td>1700–2900</td>
</tr>
<tr>
<td>38</td>
<td>22</td>
<td>north</td>
<td>52</td>
<td>1700–2825</td>
</tr>
<tr>
<td>46</td>
<td>28</td>
<td>south–east</td>
<td>56</td>
<td>1750–3250</td>
</tr>
</tbody>
</table>

Here are provided the EPA reference, the CLPA reference, the overall orientation to the sun, the number of events occurred since 1901, and the range of elevation above the sea level.
path EPA 16, the only parameter that increases the statistical test scores is the wind speed (see Table 3).

For the period for which the meteorological station has been in operation, it is possible to directly find the values of the coefficient $\mu$ for each avalanche run recorded in the database. For each event, we sought the amount of snow fallen over the previous 3 days $C_{3d}$ in the meteorological database. When this quantity was non-zero, we computed the value $\mu = Y^{-1}(x_{stop}, C_{3d}, \xi)$. Here, 24 events were recorded over the period 1980–2001 and 21 events were consecutive to snowfalls. After deducing the $\mu$ values, we computed the cumulative distribution function of $\mu$.

Fig. 6 shows the histogram of the values obtained using the direct inversion method. The histogram does not define a regular curve but a step-shaped curve, with a first step at $\mu = 0.31$ and a second step at $\mu = 0.49$. This implies that the probability density function $p_\mu$ is not a uniformly varying function over the interval [0, 1], but on the contrary varies abruptly near the two values $\mu = 0.31$ and $\mu = 0.49$. Sensibility tests have shown that the structural features of the $\mu$ distribution depend a great deal on the uncertainty on the run-out distance but, on the whole, the Voellmy-like sub-model leads systematically to a distribution of $\mu$ values around a finite set of values. We have also checked that the results are not substantially influenced by the primary choice of the $\xi$ value. This is a helpful result in the present context: it shows that we can consider $\xi$ as an independent parameter that we can adjust if we have information on the velocity reached by the avalanches at certain points of the path profile.

In parallel to the direct inversion method, we have also applied the indirect method presented in Section 3.3. On the same plot (Fig. 6), the resulting probability density function of the coefficient $\mu$ has been
superposed to the histogram: the long-dashed line represents the curve obtained with the full set of run-out distances (1901–2002) while the solid lined stands for the reduced set (1981–2002). Since the distribution of $l$ values is discrete, we have selected a regularization operator that overly limits large fluctuations (Ancey et al., 2003). The choice of another operator substantially modifies the final result; the inlet in Fig. 6 shows the sensitivity of $p_l(l)$ when the regularization operator used in the Tikhonov method is replaced by a denoising process, which tends to smooths out the peaks in the $l$ distribution.

An encouraging result is that the indirect inversion method provides $l$ values that are fairly close to those obtained by directly solving $\mu = Y^{-1}(C_{3d} | \xi)$. The main difference appearing in Fig. 6 is that the first peak at $\mu = 0.31$ is found with a wider foot. Differences between the curves obtained using the indirect inversion method on the full and reduced samples are also small; the main difference is that the wide peak around $\mu = 0.31$ observed for the reduced sample (1980–2002) is split into two peaks for the full sample (1901–2002), the first at $\mu = 0.21$ and the second at $\mu = 0.31$.

4.2. Summary of results obtained on other paths

The same exercise was repeated for other avalanche paths above Bessans. Table 3 summarizes the expressions of the logit function for each path. Different combinations of meteorological parameters have been studied. Here we have reported the combinations that yield the best scores (Hosmer-Lemeshow and Pearson tests).

It is seen that close avalanche paths with similar characteristics do not respond in the same way to meteorological conditions. For instance, after a snowfall of 100 cm ($C_{3d} = 100$ cm), the release probability is 11% for path EPA 15 against 34% for path EPA 16. This response difference is expected because the topographic features of the starting zone play a key role (Maggioni and Gruber, 2003). In Table 4, we have reported the $\mu$ values corresponding to peaks in the $l$ probability density function. The $\mu$ distribution differs from one path to another one, but note that for 6 (out of 9) paths the first peak is located at $\mu = 0.16–0.17$, which shows a certain consistency of the results and a regional character for $\mu$. There are, however, three paths exhibiting a slightly different behavior. For
instance, for similar paths EPA 12 and 15, the first peak in the probability distribution function of \( \mu \) is located at \( \mu = 0.17 \) for EPA 15 against \( \mu = 0.24 \) for EPA 12. Different explanations can be put forward. First of all, as explained in Section 2.1, the friction coefficient could exhibit a strong dependence on avalanche volume (Ancey, in press) and, in the meantime, could be weakly dependent on \( C_{3d} \) because avalanche volume results from many other parameters such as starting-zone area and features, snow entrainment along the path, snowcover instability, etc. Second, the difference in the \( \mu \) values between paths EPA 12 and 15 (despite their apparent similarities) may be a consequence of the difference in their release probability. In that case, this would mean that important processes taking place in the starting zone have been discarded in our treatment.

Other formulations (e.g., Bozhinskiy et al., 2001) have admitted that the probability density function of \( \mu \) is a regularly increasing function. This assumption is not supported by the results presented here. On the contrary, the present work demonstrates that, in a SBG-like model, the coefficient \( \mu \) is a discrete random variable rather than a continuous random variable.

In the present formulation of the model, there is little hope to arrive at a unique probability distribution function of the mechanical parameter \( \mu \). The model can be applied to paths for which past events and meteorological conditions are known but not to paths for which no information is available. In this respect, if we remind that one of our objectives is the search of the largest applicability in engineering, the gain might be seen as low since there is not a systematic regional character in \( \mu \), but the results presented in Table 4 are not too bad since 66% of the paths exhibit a very close \( \mu_1 \) value. Further research is needed to better understand the behavior discrepancy of some paths in line with their topographic features.

5. Concluding remarks

In this paper, we have explored the possibility of updating the SBG method by using it in a conceptual framework with the objective of mimicking avalanche activity in a given path over a long period. Thus, our approach lies somewhere between purely deterministic (physically based) models and statistical (black box) models and, in this respect, is not very different from the conceptual catchment models used in hydrology. Since our primary objective is to compute the run-out distance of extreme avalanches, our use of a Voellmy model appears licit; it is, however, unclear whether the method can also be applied to compute avalanche velocities and pressures with the same degree of confidence since no field data concerning these variables have been used. At this stage, our results do not support the idea according to which the friction coefficient \( \mu \) is a general parameter independent of the site; the friction coefficient \( \mu \) is likely to be independent of the amount of snow fallen during the days preceding the avalanche release. This can merely mean that the \( C_{3d} \) variable is not the most appropriate indicator of the mobilized avalanche volume. Moreover, the coefficient \( \mu \) can be approximated as a discrete random variable if, in the avalanche-dynamics model, we use the Voellmy frictional force.

Compared to other inversion methods (e.g., Bayesian approaches), the probabilistic method presented here used for fitting parameters limit the amount of a priori information on the system parameters since only one parameter remains unevaluated (the friction coefficient \( \xi \)). However, they do not cope with uncertainty in the run-out distance distribution. This is probably the major drawback of these two methods since the \( \mu \) probability density function is affected to a varying extent by the uncertainty on \( x_{\text{stop}} \). When discussing the intrinsic nature of the coefficient \( \mu \), it will be necessary to determine whether the disparities in the \( \mu \) distributions at different sites reflect the uncertainty of the run-out distance or a regional effect.
Compared to classic methods used in zoning, the proposed framework benefits from providing proper estimations of the run-out distance of long-return period avalanches for sites where both meteorological and avalanche databases have been collected over a sufficiently long time. The fact that the $\mu$ distribution has not a systematic regional character could be explained by one of the following explanations:

- Our framework is not refined enough (notably in the relationship between meteorological conditions and avalanche release).
- The Voellmy expression of the frictional force is too crude. In a back-analysis of 15 well-documented events in the world, we do not find any dependence of the frictional force on the square velocity (Ancey and Meunier, 2004). Moreover, if we set $\xi = 0$ (in other words, the Voellmy model is replaced by a Coulomb model in the frictional force expression), significant changes in the $\mu$ distribution are obtained (Ancey, in press).
- It is necessary to use more sophisticated element of comparison to test the similarities between two paths. As suggested by Barbolini et al. (Barbolini and Savi, 2001; Barbolini et al., 2003), paths of a same mountain range have to be categorized into different groups according to certain topographic features. Comparison between paths would make sense only if paths belong to the same group.
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Appendix A

We consider an avalanche with a mass $m$. We consider an idealized path profile along which the avalanche is released without velocity. The path profile can be split into two parts:

- the upper part is a straight line inclined at an angle $\theta$ with respect to the horizontal. The length is $L$;
- the lower part is a horizontal semi-infinite line.

The lag between two avalanches is assumed to be constant and corresponds to an arbitrary unit of time. The more realistic case, where the time interval between two releases is randomly distributed, can be easily addressed using hydrological methods (Coles, 2001; Reiss and Thomas, 2001).

The mass of the avalanche varies from one event to another. We denote $p_m$ the probability density function of the mass. An avalanche is assumed to experience two types of force from the plane surface:

- a Coulombic friction force with a coefficient $f$,
- a dynamic force which is a quadratic function of the velocity: $av^2$, where $a$ is a constant coefficient.

The friction coefficient ranges typically from 0 to 1; here we also assumed that the value of $f$ varied from one event to another according to a probability density function $p_f$. The basic problem is the following: given the probability density functions $p_m$ and $p_f$, which are the probability density functions of variables pertaining to avalanche motion?

To that end, it is first necessary to compute the value of these variables for a given set ($m, f$). Here we will focus on two variables of interest: the kinetic energy at a given point $A$ and the run-out distance. It can be easily shown that the kinetic energy at A is:

$$E_A = m^2 \beta (\tan \theta - f) \delta$$  \hspace{1cm} (10)

where $\beta = g \cos \theta/(2\alpha)$ and $\delta(m) = 1 - e^{-2aL/m}$ while the run-out distance is:

$$x_{\text{stop}} = -\frac{m}{\alpha} \ln(\cos \gamma)$$ \hspace{1cm} (11)

where $\gamma = \arctan \sqrt{2x\delta(m)\beta(\tan \theta - f)/(fg)}$. We are now looking for the probability density functions
associated with the kinetic energy at $A$ and the run-out distance $x_{\text{stop}}$. Referring to these quantities to as $Z$ and to $F$ as the function relating $Z$ to $f$ and $f_m$, we can express the marginal density distribution as:

$$P(Z) = \int dm \int df p_{f,m}(f,m) P[X|f,m]$$

$$= \int dm \int df p_{f,m} \delta(Z - F(f,m))$$

where $p_{f,m}$ is the joint density probability of $f$ and $m$ and $P[X|f,m]$ is the conditional probability of observing $Z$ given $f$ and $m$. The strategy for integrating the last equation is to use (i) the independence of parameters $f$ and $m$ and (ii) the transformation $(E_A,m)$ to $(f,m)$ to remove the Dirac term. The Jacobian of this transformation is:

$$J_E = \left| \frac{\partial E_A}{\partial f} \right| = m \beta^2 \delta$$

since $\partial m/\partial f = 0$. For the run-out distance, we find:

$$J_x = \left| \frac{\partial x_{\text{stop}}}{\partial f} \right| = m \beta \delta \tan \left( f^2 (g - 2 \beta \delta z) + 2f \beta \delta \Delta \tan \theta \right)^{-1}$$

For the kinetic energy $E_A$, we obtain the following marginal density probability:

$$P(E_A) = \int J_E^{-1} p_m(m) p_f(\tan \theta - E_A/(m^2 \beta \delta)) dm$$

while for the run-out distance, we obtain:

$$p_x(x_{\text{stop}}) = \int p_m(m) p_f(f(x_{\text{stop}},m)) J_x^{-1} dm$$

A new integration leads to the cumulative distribution function, that is, the probability that the variable at hand does not exceed a given value: $P_E(E) = \Pr(E_A \leq E)$. The probability that the value $E$ is exceeded is then $1 - P_E(E)$. An alternative way of expressing this is to say that, on average, the time span for observing an avalanche in which the value $E$ is exceeded is $n = (1 - P_E(E)^{-1}$.

In our context, where the interval of time corresponds to a fixed arbitrary unit of time, this number defines a characteristic time that is usually referred to as the period of return. Thus, here, $T_E = (1 - P_E(E))^{-1}$ is the average time required to observe an avalanche in which $E$ is exceeded. The same definition applies to other variables in the problem and thus there are as many periods of return as variables in the problem. Likewise, the order of magnitude of $T_E$ does not match that of $T_x$. Indeed, using Eqs. (10) and (11), then eliminating the friction coefficient, we deduce the variation in the run-out distance as a function of the mass and the kinetic energy at $A$:

$$x_{\text{stop}}(m, E_A) = \frac{m}{\alpha} \ln \left( \cos \arctan \left( \frac{2 \alpha E_A \delta (m) \beta}{(\delta (m) m^2 \beta \tan \theta - E_A) g} \right) \right)$$

From this equation it can be seen that for the distance to be a real, the kinetic energy $E_A$ cannot exceed a threshold $E_c$: $E_A \leq E_c$, $(m,0) = \delta (m) m^2 \beta \tan \theta$. For a given value of the kinetic energy and under the condition $E_0 \leq E_c$, Eq. (14) defines a diffeomorphism from $\mathbb{R}_+$ to $\mathbb{R}_+$, which we denote $X$: $x_{\text{stop}} = X(m)$. A direct consequence is that the conditional probability of observing a given run-out distance (knowing that the kinetic energy at $A$ is $E_A$) is given by the expression:

$$p_x(x_{\text{stop}}|E_A) = \frac{p_m(X^{-1}(x_{\text{stop}}|E_A))}{\dot{X}(X^{-1}(x_{\text{stop}}|E_A))}$$

where $\dot{X}$ denotes the derivative of $X$ according to $m$. Thus the two density probability functions $P_E$ and $p_x$ are linked together through the following relationship: $p_x(x_{\text{stop}}) = \int_{E_0 \leq E_c} p_x(x_{\text{stop}}|E_A) p_E(E_A) dE_A$. Using the fact that $\dot{P}_E = T_E E^{-2}$ (where $T_E = dT_E/dE$), we finally deduce the relationship between the return periods $T_E$ and $T_x$:

$$T_x = \left( 1 - \int_{\mathbb{R}_+} dx_{\text{stop}} \int_{E_0 \leq E_c} p_x(x_{\text{stop}}|E_A) T_E(E_A) \right)^{-1}$$

(16)
Thus, it is found that the return period associated with the run-out distance is linked to the return period related to kinetic energy, but in a non-trivial way due to strong non-linearity in the problem. It follows that in this example, there is little hope of finding a single variable on which a consistent return period can be computed.

What can now be done if we still want to define a return period? Different strategies can be applied to define a period of return of an avalanche. A first strategy is to directly relate this period to that corresponding to an input parameter of the problem (e.g., the mass or the friction coefficient); that is in fact the procedure followed in the SBG method. But such a strategy is not very helpful if one is interested in what happens in the lower part of the track (here on the horizontal plane). A second strategy involves considering a single variable such as kinetic energy (or impact pressure) or the run-out distance. However, a strategy of this kind would unavoidably produce paradoxical results in that under some circumstances, the avalanche can move over a very long distance with a low kinetic energy (typically for small mass and friction coefficient values) and under other conditions (typically for large mass and friction coefficient values) its motion can be characterized by a large kinetic energy value at \( A \) and a short run-out distance. This problem can be avoided by considering the joint probability of observing both a run-out distance and kinetic energy (or a conditional probability of observing a run-out distance given the energy at a point): \( T_{E_k} = \left(1 - P_{E_k}(E_k|x)\right)^{-1} \). In this case, a major problem is that there is infinity of couples \((E_k|x)\) associated with the same return period of an avalanche.
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